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Many institutions have little to no access to parallel cotmmuplatforms for in-class computational science or gaflaind distributed computing education. Key conceptsjvated by science, are taught more effectively and memgpm@ainbn actual parallel platform. LittleFe
IS a complete six node Beowulf style portable cluster. Theepackage weighs less than 50 pounds, travels easilysetsdip in five minutes. LittleFe hardware includes mulegamocessors and GPGPU capabillity, which enables supp@héoed and distributed memory
parallelism, GPGPU parallelism, and hybrid models. By tageng the Bootable Cluster CD project, LittleFe is an affdyle, powerful, and ready-to-run computational sciepaellel programming and distributed computing educaiicappliance.
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Backgrounds and Technical Overview Version 4a Compared to Version 3 Activities

| ittleFe Backg round Many of the frustrations with the v3 design revolved arounditage: the power supply mounting was poorly located, angtiength ofthe 2011 & 2012 Buildout
frame was not enough to withstand the excessive force apgpfiattline baggage handlers. While technically very sowud choice of using

LittleFe is a complete multi-node Beowulf style portablenpmitational cluster designed wood for the mainboard plates also came under a certain ambsatutiny, as people regularly commented that it didrokdprofessional”. \\/ith support from Intel, the ACM, the EAPF, the XSEDE progtamnd the SC Conference
as an “educational appliance” for reducing the frictioncassted with teaching high The major changes in v4a include: New all aluminum frame aesimcased power supply mount; Dual core mainboards withamrd ~ S€ries we managed to build 25 LittleFe v4 kits during the semonh 2011 for distribution

performance computing (HPC) and computational sciencevamiaty of settings. The entire CthA—fap?b'e Ifh'losets 2GB RAM per node rather than 1GB; RMVD drive; no on-board daughter board power supplies;gigabit g colleges and universities across the United States. §&am each of these institutions
ethernet networking

package costs less than $3,000, weighs less than 50 porawids teasily, and sets up in five
minutes.

attended buildout events at either the NCSI/SC Intermedrairallel Programming and
Cluster Computing workshop or as a part of the Educationf@arogt SC11.

= S I TP e | | =" B e B At the buildouts, the teams assembled their kits into fullgdtional LittleFes, including
teaching workshops in a variety of places that lacked paradimputational facilities. After y‘q SE _ - | — Installing the Bootable Cluster CD distro. We are plannmgdd 30 more LittleFe units to
gathering more gear and experience, we worked through thfeszent approaches and §= S| | N RWr . .- 3 the existing fleet during 2012 buildouts, making the curtetal number of units close to
finally arriving at the first production system, v3, in 2006. about 80. These teams in return will develop curriculum niesgltor teaching some aspect
of parallel programming or distributed computing using titdeFe/BCCD platform.
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On the road to creating our first professional system, v4,réogients of the v3 model
provided us with feedback about the design and producti@ty team used the feedback as
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The software stack of choice for LittleFe units is the BotgaBluster CD (BCCD). The  VIA CN10000 mainboard 6 $1,038 Atom 525 ION2 mainboard 6 $1,176 e S oCor Wichilll B I g e \ e
. . . . . . = New Je
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needed to teach HPC and computational scieeq, MPI (MPICHZ and OpenMPl), o, conic cw-s124-8copvD 1 $77 Asus GX-D108 gigabit switch 1 $33 VD, G p e W @  @ussissioni 6 SounEE D ictor
OpenMP, CUDA, Hybrid Modelgtc. It comes in Live CD flavor that can be booted from pico Psu 120w 6  $294 Ethernet adapter (USB) 1 $6 T O M e V) VO 1‘5:?1"‘"““ i
either a CD or USB, and if one wished could later be installeid ¢he hard drive. PCl 10/100Mb NIC | 1 $13 WiF adapter (mini PCI-E) 1 $19 \ fustno. Youisiana . © oo
D-Link DSS-8+ 10/100Mb switch 1 $17 Keyboard and mouse 1 $27 p @ ' | ChihuanudTpiedrasy  gan riance AT:?.'JR::
BCCD comes with different teaching curriculum modules ie #ireas of computational Network jumpers 7 $14 Network jumpers 7 $8 aur o e < bregor " atiohov e Florida) et
sciences. These module include, the N-Body problems, Mitdeaynamic, Area under MeanWell SP-320-12 powersupply 1 $90 MeanWell PB-360P-12 power supply - 1 $90 g O 00, ORI autof 0
) _ _ _ Frame assembly 1 $50 Frame assembly 1 $175 B f S I 2
curve, Convey Game of Life, Parameter Space, HPL-benchntarlPandemic, Sieve, mounting hardware 1 $20 Mounting hardware 1 $25 Bl 0° _
Tree-sort, CUDA, and MPI hello-world. Our project goal wasniake BCCD evolve into a  Power cabling 1 $25 Power cabling 1 $10 R IRN o R Cun:
more useful and user friendly tool for petascale educafidnis was done by the following ~ Pelican 1610 case 1 %7 Pelican 1610 case 1 3176 o | 0 ol P O SRR
two sub projects: ¥) Updating all of the existing teaching modules that are entty =~ Tot@ $2643 Total $2076 By o 2CuEm 2
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being shipped with BCCD and develop new modules. This woubtlde instrumenting, Table 1: LittleFe v3 Parts Manifest Table 2: LittleFe v4a Parts Manifest
documentmg and Improving all the software packag_es trepart of the BCCD with the Figure 3: Locations of the colleges and universities anddeunits.
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raken aht black Light. S Ll s | one of many events where LittleFe shine
as a vehicle for building interest in STEM
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For more |nf0rmat|0n on L|tt|e|:e Séﬁ t p: / / L| t t I eFe. net [=] : 10K generations per run for strong scaling. 10K generations per run for strong scaling. Un|t tO See What makes Up a ComPUter
Start = 1K generations plus 1K generations per additional core for weak scaling Start = 1K generations plus 1K generations per additional core for weak scaling
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